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Change-point problem for Gaussian observations

We observe Gaussian data with the change in mean,

. i<rT
Xi=< ' = +e&, &~N(@O1),i=1,...,n
{«9”,i>7 4 1)

The problem is to estimate the change-point 7 J
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Change-point problem for Gaussian observations

Historical Overview
o Chernoff and Zacks (1964) : Bayesian estimate of the mean
after the change
o Hinkley (1970) : an MLE of the change-point 7

o Bhattacharya and Brockwell (1976) : limiting behaviour for
the likelihood process

@ Brodsky and Darkhovksy (1990) : asymptotic distribution of
an estimate of 7

Books : Shiryaev (1978), Brodsky and Darkhovsky (1993), Csérgd
and Horvath (1997)

3/24



Change-point problem for Gaussian observations

We observe

0, i<rt
X,-: b= + &&€;, ,-N./\/O,l,izl,...,n
{9”,/>T & (©.1)

@ Pass to continuous time : t =i/n, ty = 7/n

i=1,...,n—>t€lab], ab>0
o Size of the jump : A =16 — ¢"|

Asymptotic behavior

e B(t)
tmie = arg o {Ad>(t) ATD t)}

where

1-ty
d»(t):m{é_t, t<to

=0 t>ty
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Change-point problem for Gaussian observations

Main results concerning the MLE of 7 :

o Rate of convergence n 1 :

_ ~ 2 26e*
Jim E [n(Eme )] = 5
@ The error of estimation converges to
(e — )% parzmin -1 (o)
N(tmie A2aurg mllg >

Wh(—t),t <0
@ Asymptotic distribution of tmle

Wl(t), t>0

where W(t) = { is a two-sided Wiener process

) znA\?
~ znA® ———
Pinftme —to] >z p ~ 22 € 8¢, n— o0
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Multi-dimensional case

A sequence of Gaussian vectors X; € RY
Xi ~ N(0/,21)1{i < 7} + N(0",21)1{i > 7}
with means ¢,60” € RY before and after the change.
@ The norm of the vector of jumps A =6 — " € RY :

d

1A8I1> = "(8; — 67)

=1

@ The error of estimation converges to

€2 [t —
_ Hyw
n(t —t)= ”A9H2arg mlﬂr&){ 5 + (t)}, n— oo
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Multi-channel change-point

Observations

X;j: J”’ . -|-§,'j,I:1,...,n
— 0/, i>7
bS]
L A AR A AP IAAA e e
_}WMJWN-W/VV .
| o j=1,...,d channels

@ simultaneous change in the
AN A e A e A AN signal mean at some channels

o & ~N(0,1) iid.

@ the number of corrupted

‘ o
0 20 139 40 60 80 100

i=1.n channels J is unknown
o d— o0
Estimate the common change-point 7 J
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Motivation

Applications

@ Signal processing :
Segmentation of audio-visual signals

o Biology :
analysis of microarrays; genetic linkage studies

@ Cancer research :
detection of copy-number variation in a gene

detection of a shared pattern in genomic profiles of patients

@ Finance :
Detection of shifts of volatilities in the stock market
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Applications

Segmentation of audio-visual signals

music applause speech

(]

Take a number of features of the audio-visual signal (d — )

(]

Some features change simultaneously
= beginning of a new segment

(]

The change not necessarily happens for all the features
= sparsity

The signal length n is fixed
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Applications

Detection of copy-number variations (CNV) in a gene

o CNVs are alterations in a genome resulting in an abnormal
number of copies of one or more sections of the DNA :
A-B-C-D — A-B-C-C-D (a duplication of "C")

A-B-C-D — A-B-D (a deletion of "C").

||| -

o Gene copy number can be elevated in cancer ceIIs
o Identify CNVs that are frequent in population of cancer
patients or similar for certain genes.
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Method

0., i<t .
XU:{0'£'/7I_>T—|—£,'J',I:1,...,H
J’

where £ ~ N (0,1), j=1,...,d and there are J channels with a
change .

@ The log-likelihood L(X,T,J,m,0',0")
o Estimate 0, 0" — L(X,7,J, m)
o Estimate the number of channels with change :

J*(r) = arg max {L(X,T,J,m)—Pen(J)},

m,1<J<d
o Estimate the change-point

T = arg max. L(X,7,J%(T))
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Log-likelihood

o J is the number of channels with a change
o m* = {j1,...,jy} € M s a set of indices of corrupted
channels

o M= U ( "y }) is a set of all possible combinations of
J=1
indices

Log-likelihood

L(X;T;m)=ZZJ-2(T), meM, 7=1...,n
JEM
where for k = 1,..., n the channels are merged,
1, 1,— 2
Z} (k) = k(Z ij +— Z X;)* ;(ZXU)
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o Ordered statistics Z(Zl)(k) (2)(k) > > Z(2d)(k) for each

k=1,...,n
@ Penalized likelihood for estimating the number of corrupted
channels :

J
J* (1) = arg 1%32(‘1{2 Z(zj)(T) - Pen(J)},
<Jsd

with the penalty chosen according to (Birgé et Massart, 2007)

d J
Pen(J) = (1-+a)J420y/x5+20xs,  x; = log 22 12'°87

7 7 a > 0.

@ Estimator of 7 :
J*(1)

7= fl‘fé{z 7}
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Why penalization ?

Penalized and non-penalized LL for J=100, d=500, n:100,A6}= 217

12000

non-penalized LL
n=1/2

penalized LL

[ ——

N
t/n=1/4
/
J=100

L I I I I I I I I
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=L e000)
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2000]

o Non-penalized log-likelihood increases

@ We subtract some penalty Pen(J) to penalize the number of
"redundant” subsets
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The choice of penalty

Pen(J) = (1+ o) +2J/x;+ 2Jx;, a >0,

d log J
XJ:|0g7€+2O§

@ The number of subsets of size J is bounded by

d<ex Jloﬁ
J) =P 8T

= the choice of x; : Jx; = Jlog# + 2log J
o Birgé and Massart condition :

Z exp(—Jxy) < oo
meM: #m=J

= “putting a prior finite measure on the list of models”
= term log d/d in x; to make the sum finite
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Log-likelihood

For each fixed k = 1,..., n the merged channels have Gaussian
distribution

Zj(k) = AGju(k) + (k) §(k) ~N(0,1), j=1,....d,

&(k) = \/k(n_ <qu foj)
i=1

B;(t) — /n
&i(k )—ﬂa t=k/n.

where

and
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Log-likelihood

The statistic follows non-central x? distribution,

> ZP(k) ~ XP(#m, L(k), k=1,....n

JEM
with #m degrees of freedom (the number of elements in m),

25r

o the non-centrality parameter

L(k) = u2(k) (6] — 6))%,

JjEM 15}

20

o)

o where the function (k) iof
attains its maximum at T,

arg max p2(k) = .

=1,...,n
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Estimation of quadratic functional

o It is impossible to estimate consistently

o the true subset m* = {ji,...,j,} of number of corrupted
channels
o the number of channel with a change J.

o We estimate the parameter of non-central x? distribution
L(r) = p(7)l1A0]?
by the estimate (Laurent and Massart, 2000)

L(r leJa?d{Z Z(J) Pen(J)}

= Consistent estimation of L(k) is possible under certain
conditions on ||A#||? and J.
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Consistency of L(k)

Estimating L(k) = p2(k)|A0]? :
Zj(k) = DOju(k) +e€j(k), - §(k) ~N(0,1), j=1,....d,

i@j’éd{zzm ~ren(s)}

o Foranyt >0

P [Z(k) — L(k) — 2u(k){A0, (k) > t} < Cet/C+1/a),
e For any z >0,

P [Z(k) — L(K) — 20(k)(D0, £(K)) < —z — Qd(k)] <e?

where

Qu(h) = inf { 34201180l + Pen(itm) b
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Corollaries

Assume that for all k=1,....n
. Qq(k)
| —
dsno || A2
Then ~
o LW £>u2(k), d— o0

a0]

o L(k) is asymptotically normal,

L(k)

2( ) ™ 2
A0 w (k)—>/\/(0,4u (k)), d — oo.

@ Then T is consistent
T = arg max /L\(k)£>argkmax (k) =1

k=1,...,n =1,...,n
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Consistency of 7

o Let the number of channels with change be J = d¥
o Define p = min(7/n,1—7/n)
o Assume that
. min(Jlog %, \/d)
lim
N V.

Consistency of 7

If for some K > 0

=0,

min(J log #,\/H)
nl|Adll2p

5n,d =

the estimator 7T is consistent

P[|?—T\ 2n5n] —0, d— oo
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The rate
min(JIog #, ﬂ)
n||Ag]12p

(5n,d ~
depends on
d
o the norm of jump sizes [|AG|]* = 3 (¢} — 67)?
j=1
o the location of the change-point 7/n =
p=min(r/n,1—7/n)
@ the number of channels d and the number of corrupted
channels J
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Rate

Risk for n=100, J=d, A8.=0.5 Risk for n=100, J=10, A6.=1
0.15 J 0.06 J
0.05
o 0.04
? F —1/n=0.5
o n=05 s 0a8 e
= =06 R —un=08
" —n=08 002 —1/n=0.9
— =09
0.01
0 —
2‘0 4‘0 6‘0 mo 1;0 |‘10 1én |éo 26: 2‘0 4‘0 5‘0 8‘0 160 |£0 1‘10 1 ‘SD 1$D 260
“d4=10....,200 d=10,...,200
|AG|)? =d/4, J=d 1A0]2=J, J=dP, B<1/2
d—1/2 1+(1—p) log d
Ond ~ “os Ond ~ 5
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o Why Qq(k) ~ min(Jlog %, 1/d)? = Construct an estimator
with different penalties whether J < v/d or J > V/d.

o Asymptotic distribution of 7 :

~

= arg max ii
Fmle = gte[ib]{HMIW(t)(HMWt) + ﬁm>}

where

o(t) = m{ﬁ-t t< to

T t> 1t

o Optimality = lower bounds

lim inf sup sup 5;},EA9|?— to] > Go.

d—=00 T te[a,b] AGEO
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