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Stéphane Girard
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Abstract

This note summarizes my research outputs in 2017. Two main research domains are

investigated: High dimensional statistical learning and Extreme-value analysis,

1 High dimensional statistical learning

Sliced Inverse Regression (SIR) is an effective method for dimensionality reduction in high-dimensional

regression problems. However, the method has requirements on the distribution of the predictors

that are hard to check since they depend on unobserved variables. It has been shown that, if

the distribution of the predictors is elliptical, then these requirements are satisfied. In case of

mixture models, the ellipticity is violated and in addition there is no assurance of a single under-

lying regression model among the different components. Our approach clusterizes the predictors

space to force the condition to hold on each cluster and includes a merging technique to look for

different underlying models in the data [1]. Moreover, SIR is originally a model free method but it

has been shown to actually correspond to the maximum likelihood of an inverse regression model

with Gaussian errors. This intrinsic Gaussianity of standard SIR may explain its high sensitiv-

ity to outliers as observed in a number of studies. To improve robustness, the inverse regression

formulation of SIR is therefore extended to non-Gaussian errors with heavy-tailed distributions.

Considering Student distributed errors it is shown that the inverse regression remains tractable

via an Expectation- Maximization (EM) algorithm. The algorithm is outlined and tested in the

presence of outliers, both in simulated and real data, showing improved results in comparison to a

number of other existing approaches [2].

Besides, I worked on the classification of grasslands using high resolution satellite image time

series. Grasslands considered in this work are semi-natural elements in fragmented landscapes,

i.e., they are heterogeneous and small elements. The first contribution of this study is to account

for grassland heterogeneity while working at the object scale by modeling its pixels distributions

1



by a Gaussian distribution. To measure the similarity between two grasslands, a new kernel is

proposed as a second contribution: the a-Gaussian mean kernel. It allows to weight the influence

of the covariance matrix when comparing two Gaussian distributions. This kernel is introduced in

Support Vector Machine for the supervised classification of grasslands from south-west France. A

dense intra-annual multispectral time series of Formosat-2 satellite is used for the classification of

grasslands management practices, while an inter-annual NDVI time series of Formosat-2 is used for

permanent and temporary grasslands discrimination. Results are compared to other existing pixel-

and object-based approaches in terms of classification accuracy and processing time. The proposed

method shows to be a good compromise between processing speed and classification accuracy. It

can adapt to the classification constraints and it encompasses several similarity measures known

in the literature. It is appropriate for the classification of small and heterogeneous objects such as

grasslands [3, 4, 5, 6, 7].

Finally, I worked on the application of dimension reduction methods dedicated to high dimen-

sional classification [8] or regression [9, 10] to astrophysics [11] and medicine [12].

2 Extreme-value analysis

The decay of the survival function is driven by a real parameter called the extreme-value index.

When this parameter is positive, the survival function is said to be heavy-tailed. In [13], a new

estimator of the extreme-value index dedicated to this context was introduced. It was applied to

ecological data in [14].

If the extreme-value index is zero, then the survival function decreases to zero at an exponential

rate. An important part of my work is dedicated to the study of such distributions [15]. For

instance, in reliability, the distributions of interest are included in a semi-parametric family whose

tails are decreasing exponentially fast. These so-called Weibull-tail distributions include Gaussian,

gamma, exponential and Weibull distributions, among others.

A popular way to study the tail of a distribution function is to consider its high or extreme

quantiles. While this is a standard procedure for univariate distributions, it is harder for multi-

variate ones, primarily because there is no universally accepted definition of what a multivariate

quantile should be. I focussed on extreme geometric quantiles. Their asymptotics are established,

both in direction and magnitude, under suitable integrability conditions, when the norm of the

associated index vector tends to one [16, 17].

I also investigated the asymptotic behavior of the (relative) extrapolation error associated with

some estimators of univariate extreme quantiles based on extreme-value theory. It is shown that the

extrapolation error can be interpreted as the remainder of a first order Taylor expansion. Necessary

and sufficient conditions are then provided such that this error tends to zero as the sample size

increases. Interestingly, in case of the so-called Exponential Tail estimator, these conditions lead
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to a subdivision of Gumbel maximum domain of attraction into three subsets. In constrast, the

extrapolation error associated with Weissman estimator has a common behavior over the whole

Fréchet maximum domain of attraction. First order equivalents of the extrapolation error are then

derived and their accuracy is illustrated numerically [18, 19, 20].
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naturelles par télédétection hyperspectrale. In 5ème colloque scientifique du groupe thématique
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