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Cévennes-Vivarais Precipitation Data

• daily rainfall measurements

• 43 years

• 198 stations

Distribution of Annual Maxima

Montpellier: Plain Mont Aigoual: Mountain range

Interpolate Extreme Rainfall
1. Assume Generalized Extreme-Value (GEV) distribution at sites

2. Interpolate GEV parameters at ungauged sites

3. Estimate return levels across the area
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Latent Space Formulation
Let S 1, S 2, two sites with observed annual maxima Y1 = {Y1,1, . . .Y1,n} and Y2 = {Y2,1, . . .Y2,n}

Assume there is a latent variable Z ∈ �p which takes values Z(S 1) and Z(S 2) such that

d(Z(S 1),Z(S 2)) is small ⇐⇒ Y1 and Y2 are similar in distribution

Similarity in distribution
Empirical distribution function

Kolmogorov-Smirnov statistic KS(S 1, S 2) ∈ [0, 1] :
largest vertical distance between empirical distribution
functions of Y1 and Y2

Assume :

d(Z(S 1),Z(S 2)) = KS(S 1, S 2)

Inference of latent space

1. Infer Z(S i) at gauged sites with
Multi-Dimensional Scaling (MDS)

2. Interpolate Z(S ) at ungauged sites
by training a neural network

Figure 6.2: Embedded 2-dimensional space for the MEDUP 198 stations resulting from the successive
application of MDS and LLE.

Figure 6.3: Clustering into 8 groups in the embedding space, according to the 2D embedding in Fig.
6.2

(a) Clustering into 4 groups. (b) Density curves within each cluster.

Figure 6.4: From the embedding in 2D computed with LLE on the 198 MEDUP stations.
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Spatial Interpolation in Cévennes-Vivarais

Spatial Kernel Interpolation

For an ungauged site S :

•Define weights wi with each stations in the latent space so that

wi ∝

1 − d(Z(S ),Z(S i))2

h2

2 I{d(Z(S ),Z(S i)<h}

wi is large⇐⇒ S i is similar in distribution to S

• Infer GEV parameters by minimizing the negative log-likelihood :

l(µ, σ, ξ) = −
n∑

i=1
wi log ( f (Yi; µ, σ, ξ))

with respect to µ, σ and ξ where f is the GEV pdf

Interpolated location parameter µ Interpolated scale parameter σ

Clustering in the latent space Interpolated tail index parameter ξ Interpolated return level 50 years
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