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Abstract:

Textual information search is not a homogeneous process in time, neither from a cognitive perspective nor in terms of
eye-movement patterns, as shown in previous studies. Our objective is to analyze eye-tracking signals acquired through
participants achieving a reading task aiming at answering a binary question: Is the text related or not to some given target
topic? This activity is expected to involve several phases with contrasted oculometric characteristics, such as normal
reading, scanning, careful reading, associated with different cognitive strategies, such as creation and rejection of
hypotheses, confirmation and decision. To model such phases, we propose an analytical data-driven method based on
hidden semi-Markov chains, whose latent states represent different dynamics in eye movements.

Four interpretable phases were highlighted: normal reading, speed reading, information search and slow confirmation.
This interpretation was derived using model parameters and scanpath segmentations. It was then confirmed using
different external covariates, among which semantic information extracted from texts. Analyses highlighted a good
discrimination of reading speeds by phases, some contrasted use of phases depending on the degree of relationship
between text semantic contents and target topics, and a strong preference of specific participants for specific strategies.
As another output of our analyses, the individual variability in all eye-movement characteristics was assessed to be high
and thus had to be taken into account, particularly trough mixed-effects models.

As a perspective, the possibility of improving reading models by accounting for possible heterogeneity sources during
reading was discussed. We highlighted how analysing other sources of information regarding the cognitive processes at
stake, such as EEG recordings, could benefit from the segmentation induced by our approach.
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Modeles de semi-Markov cachés pour la segmentatiale
trajectoires oculométriques en phases de lecture

Résumé : La recherche d’information textuelle n'est pas un processus homogéne dans le temps, que ce soit d'un
point de vue cognitif ou de celui des mouvements des yeux, ainsi que I'ont montré des études précédentes. Notre
objectif est d’analyser des signaux oculométriques acquis lors de taches ou les participant.e.s doivent répondre a une
guestion binaire : est-ce que le texte est lié ou non a un théme cible donné ? Nous nous attendons a ce que cette
activité mette en jeu diverses phases avec des caractéristiques oculométriques contrastées, telle que la lecture
normale, rapide, de confirmation et de décision. Pour mettre en évidence des différentes phases, nous proposons une
méthode basée sur I'analyse de données fondée sur des modéles semi-markoviens cachés, dont les états latents
représentent différentes dynamiques relatives aux mouvements des yeux. Quatre phases interprétables ont été
mises en évidence : lecture normale, lecture rapide, recherche d’information et confirmation lente. Leur interprétation
découle des paraméetres du modele et de la segmentation des traces oculométriques.
En perspective, nous discutons des possibilités offertes par cette approche pour améliorer des modéles de lecture en
prenant en compte de potentiels modes de lecture hétérogénes mobilisés dans ce type de tadche. Nous mettons en
évidence comment I'analyse d’autres sources d'information relatives aux processus cognitifs mis en jeu, telles que
des enregistrements EEG, pourraient bénéficier de la segmentation induite par notre approche.

Mots clés : Analyse de données oculométriques, lecture, Modéles computationnels, Chaines semi-markoviennes
cachées, Segmentation de traces oculométriques, Processus décisionnels
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1. Introduction

The study of the cognitive processes at stake adling tasks is a major field of investigations wguitive psychology and
educational sciences (Rayner, 1998 ; 2009). Toeaehthis goal, eye tracking is a particularly ubefnd powerful source of
information (Clifton et al., 2007). Eye trackersopide almost straightforward access to the timeusage of read syllables and
thus, words, sentences and full texts. On the amal hthis has become fundamental material to expdmd test hypotheses on
mechanisms underlying processes at stake in serratggration [occurring in reading tasks]. On ttker hand, all the data and
knowledge accumulated has allowed the developnfemibdels describing the control of eye movementingueading. The most
popular models are EZ Reader (Reichle et al., 199003 ; 2006), SWIFT (Engbert et al., 2005 ; Nodimn & Engbert, 2009) and
Glenmore (Reilly & Radach, 2002 ; 2006). These et®grovide theoretical frameworks to understareiords identification,
i.e., the lexical processing of words by the altmra of attention with the ocular movements. Sucbdeis can predict when
(fixation duration) and where (fixate or skip thexhword) to move eyes. The major difference amitagn is the early stage of
attention allocation assuming a serial lexical pescfor EZ-reader or a parallel one for consecutioeds for SWIFT and
Glenmore. But in all cases, it is a reading stnategjled "rauding” in the classification proposed (Carver, 1990 ; 1992), who
introduced the terminology.

In addition to eye tracking, electroencephalogrédBisGs) have been used since the 1980’s to chamxrgnitive processes. In
the one hand, using time-frequency analysis, sipecifaves with particular frequencies and locatians brains show
synchronizations patterns, which are interpretednaskers of high-level cognitive functions and Hight how brain sites are
synchronized in response to incoming sensory iniitmiesch, 1999). In the other hand, event-relgietentials are able to show
the time-course of the information process from #aely visual input component, like P1 to later pmments like N40O for
semantic integration or P600 for syntactic anorsabé¢ a sentence processing level (Rayner & CIif@®09). It is now a
complement to eye-tracking with, as main outpuits,gossibility of predicting elementary componeitseading tasks or inferring,
for example, levels of semantic integration.

Until recently, experiments in this domain weretnieged to carefully controlled experimental desigand even more for the textual
material. The combination of simultaneously-recdrdeEG and eye-movement trajectories now offers pewsibilities for
analysing more complex reading scenarios, whichctoser from real tasks of everyday’s life. Amorgpge are for example,
journal reading and web browsing for informatiorared, in which readers have the possibility at yweoment to decide to
continue or quit reading, to change their focugntdrest, etc. In this perspective, the ZuCo datalmnsists of several datasets on
natural reading of sentences from Wikipedia witffedent tasks such as plain reading, or readinghioed with evaluating
semantic relationships (Hollenstein et al., 2018).

As a consequence, the scientific topic of intefestresearchers does not only focus on the reapingesses, but also on the
intertwined process of associated decisions on evk@iook next, closely linked to semantic integmatand reader’'s aims. An
additional consequence is the non-homogeneous enaiuthe reading process: depending on the readersent focus and
intention, it may go through different phases, sashext scanning, careful reading or in the céseuttimedia documents, making
a connection between a text and an image or a villa® ability to detect such states to identify ethone is currently carried out
and what their dynamics are, is thus of signifidargortance to explain and analyse eye-movemenE&@ measurements.

In this work, our hypothesis is that such phasengha exist in poorly constrained experimental megdituations, are latent and can
be deciphered by appropriate statistical analylsésye-movement data. Phases can be obtained wesgmgesntation methods, such as
hidden Markov models (HMMs).

HMMs are generally dedicated to modelling processdgect to regime switchings, by associating tedtaeach possible regime.
Not only do they provide signal segmentations Imatytalso offer the possibility to model state dyi@mnsince in contrast to
change-point detection, probabilistic propertiesegment durations and transitions to previousdytedl states are included into the
model. They have been used successfully to modalyhamics of eye movements, both in reading taskspreviously mentioned
- and in exploration of images. For example in (Ckt al., 2020), pairs of faces were shown to pipdints who had to indicate
which face they preferred. An HMM-analysis of thejre movements aimed at capturing cognitive statesitions during the task,
highlighting exploration and preference-biasedgmsiand providing predictions regarding times toisiens.

HMMs were introduced in the context of reading taskaracterized by eye movements by Simola e2@08§). Regarding EEG
analysis, HMMs were used by (Obermaier et al., 2@0M (Kim et al., 2014), respectively in discrimtiion of imagined left vs.
right hand movements and quantification of deptamdesthesia. In these three studies, HMMs wesngally used in supervised
classification of time series, the states accogrfiin regime switching over time.

In the context of analysing reading experimentertint classes of reading behaviours were defaretistudied by (Carver, 1990).
These classes were defined a priori in terms dfstanostly characterized by associated readingdspekparticipants performing
the tasks. The comparison with emerging statesraddrom eye tracking in free reading experimeési@n open question. Here, we
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address the problem with HMMs, which are relevanidentify in an unsupervised way scanpath segmeittshomogeneous vs.
heterogeneous properties and simultaneously alenclustering of similar segments. Our approadhoabh based on the same
statistical models, is different from the one byn8la et al. (2008) since they used discriminatiMM5. As a consequence, their
inferred reading states were defined so as to niagidiscrepancies between models associated wih fire-defined tasks (word
search, answering a question and search for thé intesesting title within a collection). In ourusly, we propose to use hidden
semi-Markov chains (HSMCs) to infer states thatimfe predictions of eye movements in less consdaiexperimental
conditions. These states are primarily defineddadmg dynamics characterized by signed numberooéisvcrossed in outgoing
saccades, interpreted in terms of progression,essgn, refixation, etc. Moreover, they are fulljaracterized by saccade
durations, directions and fixation durations, whintegrate oculomotor features. This is also aediffice with the approach by
Simola et al. (2008), who based their HMMs on salveariables that depend on text layout, such esaste directions and lengths,
while our approach is based on a single layoutpeddent variable.

2. Material and methods

2.1 Participants

Twenty-one healthy adults participated in the expent, all French native speakers. Data of sixigipants were discarded
because they did not follow the rules of the experit thoroughly or data was too noisy during thguésition with the eye tracker.
The fifteen remaining participants (6 women andeéhraged from 20 to 32 years, 25 years 9 monthgeiails 6 months, mean plus
or minus standard deviatiosd had normal or corrected-to-normal vision. Thereravfree of any medical treatment or any
neurological or psychiatric disorder, past or pnesBlone of them had prior experience with the expental task. All gave their
written and informed consent prior to the experitraamd were paid 20€ for their participation. Theolehexperiment was reviewed
and approved by the ethics committee of Grenobl&) Ci€entre Hospitalier Universitaire”) (RCB: n° 204A00845-36).

2.2 Material

Textual material was the same as in Frey et all3p0180 short texts were extracted from the Freramhkspapete Monde edition
1999. Texts were given a topic and were construatednd three types, those which were highly rdlgtéR) to the topic, or
moderately related (MR) to the topic, or unrelafedR) to the topic. There were 60 texts of each tymnce 180 in total. The
semantic relatedness of the text to the topic wadralled by Latent Semantic Analysis (LSA) (Deestet et al., 1990). To do so,
LSA was trained on a French corpus of 24 milliorrdgocomposed of all articles published in the nepspLe Mondein 1999 and
a word or set of words (sentence, text, etc.) weasaesented by a vector in this 300-dimension sémapace. A cosine function
was used to compute the similarity between veatorsposed for the topic in the one hand and fortelkein the other hand. The
higher the cosine value, the more related the tapitthe text ard=or all highly related topics, semantic similantith the text was
above 0.2, while for all unrelated topics, semasiticilarity was below 0.06. The moderately relaieds were in-between.

All the texts were composed of an average of 5.187+(mean plus or minus standard deviation) seeteand 30.1 + 2.9 words.
The average number of characters of words was5324. For the screen layout, the average numblares was 5.18 + 0.68, and
the text was displayed with 40.1 + 5.4 characterdipe.

2.3 Experimental procedure

The goal of the experiment was to assess as squusatble during reading whether the text was orelated to a given topic.

First the topic was presented to participants aed they clicked to start the trial. Then a fixat@ross was presented on the left of
the first character at the first line, to stabilthe gaze location at the beginning of the texe @bration of this step was random to
avoid anticipation of the reading start. They ad&b not know whether the text was HR/MR/UR so ttiegty could not plan on a
search strategy in advance. The texts were randordBred for each participant. When the text wapldied, participants read and
had to mouse-click as fast as possible to stogrigahd decide during another screen if the texd retated or not to the topic. The
trial was then repeated for the 180 texts with kséa-between.

2.4 Apparatus
Each text was displayed at the centre of a 24-gnchen with a resolution of 1 024 by 768 pixelstiBipants were seated 68 cm in

front of the screen. Thus, texts covered in aveifex 11° of visual angle and each character @a/€.52°of horizontal visual
angle, corresponding to about 3.8 characters iadov
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Along the experiment, electrical cerebral activitgs measured through a 32-channel electroencephato@&EG) with 1 000 Hz
sampling raté (Brain Products GmbH). X/Y eye positions on screme collected using a remote binocular infrargel ®acker
EyeLink 1000 (SR Research).

2.5 From gaze fixations to words and to reading strategies

During trials, the eye tracker gave the positioneath fixation on the screen, and the fixation tioma The minimum fixation
duration threshold was set to be 80ms whereas thénmm duration was 600ms. All fixations outsidegé limits were removed
for all analyses.

A posterioriit was necessary to know which word was being ggeed by the participant. First, the word iderdifien span was
defined as the necessary area from which a wordeadentified. This span varies according to thieation of the reading, the
alphabet, or the language, but can also be micntegbrelated as it was for several reading mosieth as EZ-Reader (Reichle et
al., 2003) or the SWIFT model (Engbert et al., 200®r simplicity, we used a fixed span that is sidared for most of Latin
languages (Rayner, 1998): an asymmetrical window aifaracters left and 8 characters right to tketifin. Moreover, a word may
not entirely be located in the word identificatispan. Based on Farid and Grainger (1996), we ceresida word to be processed if
at least 1/3 of its beginning or 2/3 of its end waside the window. This result was obviously laage sensitive, only valid in
French, and considers that the important root efword necessary to its understanding is locatatdieabeginning of the word.
Finally, another hypothesis had to be made on tbegssed word within the window since several waniight be captured. For
this, we assumed that only one word could be pemzksluring a given fixation and that this word whsesen as the closest to
fixation centre, excluding stop words. Consequentlye word per fixation was selected. Thanks ts #hihancement, features
characterizing the reading strategy were defined.

Each fixation was associated to its outgoing saeckdom now throughout the article, the term “sdetawill be referred to the
outgoing saccade of a given fixation. Thus finatlgfa associated with each fixation were the foratiuration, the fixed word, the
saccade amplitude expressed in visual degree,utmber of crossed words between two saccades anshtttade duration. The
saccade as a marker of the reading strategy wasatbezed by this number of crossed words, whicluld/ be negative for a
backward progression, null for a refixation or piwsi for a forward progression. At the text levéle reading speed is known to be
a global marker of the reading (Carver, 1990). This simply be measured by how far (in words) @deeaan go in a text per time
unit. While our aim was to segment text accordingdading strategies, this feature had to be eteduat a finer level. At the
saccade level, the reading speed was evaluatdw asitber of crossed words during the saccadeopiegthe fixed word during
the current fixation) divided by the current fixati duration and the saccade duration. At an intdiaie level on a text segment,
the speed reading was evaluated as the numbeossad words plus the number of not yet fixed waligigled by the sum of the
fixation durations and saccade durations. Foxg temposed of the different segments with différgizes (number of fixations)
but with the same reading strategies, the reagirgdswas computed as the ratio of the number odsvdixed and crossed over in
saccades) summed over all segments divided byutheo$ fixation durations and saccade durations allessegments. If some word
was crossed several times in a same scanpaths itovanted only once in the total number of words.

2.6 Statistical analysis

To test the assumption of several reading strategie used an approach inspired by Simola et BD§Pbased on state-space
models. The principle is to associate observatireg each time step(fixations) with some underlying (or “hidden”) egprical
random variable (stat& representing the current probability distributiminsome eye-movement characteristics. Thus, sugeess
identical states represent homogeneous segmenternms of these eye-movement properties (see belBwgte transitions
correspond to marked changes in eye-movement piepelhese properties, potentially combined witkemal variables, may
lead to state interpretation as reading strategies.

We proposed two main modifications to the approadposed by Simola et al. (2008). The first one aasther eye-movement
statistic to characterize reading strategies indégetly from text layout. To achieve this goal, used saccade amplitudes, as
Simola and collaborators; however here this featuas not coded in pixels but rather defined asnimmber of words crossed
during a saccade (we use “crossed” instead of p&dp since in some cases, those words may haveibfsred by readers who
thus do not need to fix them). In this way, thiattee was independent from text layout; thus resweep saccades could be
included in the analysis, as their saccade amglitlid not impact the analysis.

Thus, we used as observed variables a categouicetidn X; of the signed number of wordlg crossed in one saccade (positive for
forward progression, null for refixation and newgatifor backward progression). The second modificatvas the use of hidden
Semi-Markov chains (Yu, 2010) to relax the Markovassumption on states. Specifically, we resoneghatticular HSMCs called
explicit duration HMMs. These models assume thathtidden procesS=(S); enters an initial statk with probabilityn,. Once a

® Potential use of EEGs is mentioned in Section Bision. EEG data are not used in analysis forégert.
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new state entered, the process stays in thatduiaiteg a random number of time steps with distitiupy, . When leaving statk,
some new staté is entered with probabilif, ,. At timet if S=k, thenX;=x occurs with probability P{=x|S=K)= By . Denoting by
K the number of possible values far the set of parametersis thus defined by=(m),, the transition matrixd, the observation
probability matrixB and the parametergjy for the state duration distributions.

Several choices are possible to defixie We tried the following possibilities: outgoingcsade direction (upward, forward,
downward, backward as in Simola et al. (2008),dattir variables for reaching last fixation, fixatidurations, outgoing saccade
amplitudes, numbers of characters or words crogsedtgoing saccades, numbers of words crossedtyomg saccades, as well
as the following proposals for defining(referred to as Read Mode):

o X=Wif W =-1, 0 0r 1; X ="<-1"if W <-1; X=">1"if W, > 1 (Read Mode 1);

o X =W if W =-1,0, 1 or 2;X="<-1"if W, <-1; X=">2"if W,> 2 (Read Mode 2);

o X =W if Wy=-2,-1,0, 1 or 2%="<-2"if W, <-2; X=">2"if W, > 2 (Read Mode 3);

o Xe=Wif W =-1 or 2; X ="<-1" if W, <-1; X=">2"if W, > 2;X;="0/1"if W, = 0 or 1 (Read Mode 4);.

In the sequelyy, > 1, W, = 1,W, = 0, W, = -1 andW; < -1 will be referred to using the following abbiaions respectively: Fwd+,
Fwd, Rfx, Bwd and Bwd-.

For each possible choice &, we used BIC (Cappé et al., 2007) to select tmebauK of hidden states. Then we kept the choice
for X; that minimized joint state entropy, as computedoatting to Durand and Guédon (2016). Models wesealded if they
yielded mean segment lengths shorter than 4 firatmr longer than 25 fixations, since these wetleeeispecific of one single
subject or could not be interpreted as readingesiies.

The HSMC parameters were estimated by maximumiligetl using the EM algorithm with 100 initial pararer values. The
considered parametric distributions for the quatitie variables were uniform, Poisson, binomial andative binomial with shift
parameters in the four cases. We used the HSMCemgitation from the VPlants software, which is pHrtthe OpenAlea
platform (Pradal et al., 2015).

The states were interpreted using the emissionstaig duration distributions, together with thensition matrix. Potentially,
reading phases could be defined by patterns invglghort cycles between several model states;isnctise, these cycles were
merged into phases for the sake of interpretability

The most probable states values (maximum a postdvidP) were computed for each scanpath to obfadir tsegmentations in
homogeneous zones with respect to the distributfof.

To highlight subject variability in scanpaths, @spondence analysis (CA) (Greenacre, 1984) anchdepéndence test were
performed on the contingency table defined by thealver of fixations in each phase for each subjeetging fixations from all
scanpaths.

The effects of text type were assessed by tesegiression models. Three families of models wersidered: linear mixed models
(LMMs), binomial generalized linear mixed modelsGBVIMs) and multinomial generalized linear mixed retel(MGLMMS)
with Gaussian random individual effects. LMMs weised to assess effects of covariates on quanétatviables (reading speed
and fixation durations computed for each scanpatihg thelmer package of theR software (Venables & Ripley, 2002).
Significance of fixed effects within a given modes determined by ANOVAs. BGLMMs were used to assdfects of covariates
on binary variables (occurrence of phase transtimnnot) using thglmer package irR. Model selection regarding fixed effects
was achieved by computing BIC on the whole coltetif models built from all subsets of covariated #eir interactions. BIC
for mixed models was defined as in (Delattre et2114). Significance of individual effects wasessed by comparing BIC values
of the models with the best set of covariates, id@msg in turn variants with and without individuandom effects. This was
complemented by the use of confidence intervaltherstandard deviation of random effects, usindilprbkelihood as described
in (Bates et al., 2014). MGLMMs were used to asskeseffect on nominal categorical variables (Rbamtle and Phase) using
Bayesian estimation with thICMCGImmpackage irR (Hadfield, 2010). Significance of individual effscwas assessed using
credibility intervals at level 0.995 on variancegaeters while significance of fixed effects wasessed by comparing DIC values
(Spiegelhalter et al., 2002). The model minimizihg considered criterion was selected.

It is assumed is this study that subjects take thegisions by detecting semantically related waodsrget topics (in HR texts) or
incongruent words (in UR texts). It is thus expdctieat such words trigger phase changes. This wdessed by first detecting
these words called “trigger words” and then, assgahe effect of distance to trigger words and tgpes, on the probability of
phase transitions. Thus, the HR category was mfitepending if at least one word of the targetadfiarget word”) appeared or
not in the text. In the positive case, these terdre referred as “HR+" and the “trigger words” wabuthclude “target words”. The
categorization including HR+ texts is referred $d'extended text type” hereafter.

“Trigger words” were detected using a Fastferpresentation of words (Joulin et al., 2017).yGmlo “trigger words” per text
were defined. This consists in embedding words olidean spaces, allowing for computing semagmiximities between words
using Euclidean metrics (here, the cosine distaa®@)HR and HR+ texts, we considered as “triggerds” the two words that had
the highest cosine with the presented target téjmc UR texts, these were the two words with loveestine with topic weighted by
inverse word frequencies, to account for the fhat incongruent words are both unrelated to thé&tbpt also specific of other

* FastText representation was preferred to LSA ssation because the former is more accuratediegsacronyms.
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topics. In MR texts, the concept of trigger worchi clearly defined, since texts may be more ss lelated to the topic and may
contain both incongruent and target words. Thuspwo considered words where those with the higledtthe lowest cosine.
Since HSMC states are random and hidden, the todh&sinsitions are uncertain. Thus, instead of whrgg transition or not at
“trigger words”, the effect of distance of transits to “trigger words” was measured in numbershaitions, focusing on “trigger
words” with lowest distance to transitions. Itseeff of transition probabilities was assessed usaggession models. Firstly,
frequencies for the distances associated to eacmimg phase (among every possible distance forptiase) were modelled with
linear mixed regressions, using distance, text Bype phase as predictors, with subjects as randfatie Secondly, the binary
random variable corresponding to occurrence orofi@ transition at each possible distance of atifixato “trigger word” was
modelled with generalized linear mixed regressi@isomial distributions were considered, using tlamonical link function and
the same three predictors as above. In both appesasnodels with interactions of order 2 and 3 betwpredictors were
estimated, in addition to models without interaatidodels were compared using BIC. The model withimal BIC (referred to as
M1) was then used to assess the significance aforarsubject effects, by comparing BIC with thataofmodel without random
effects. M1 was also compared with the model obthiny removing distance as a predictor (referrealstd10). The justifications
for using both approaches (linear models on fregiesnor GLMMs on binary variables) were twofoldrsfly, GLMMs easily
suffer from lack of convergence for high-order ratgions and thus some of these models cannotpared. Secondly, the linear
assumptions on frequencies seemed reasonablethiehape of the cloud of points (See Figure 6).

Since texts were rather short and total numbefations were rather low (see Sections 2.1 an{, 3ht effect of small distances
increasing transition probabilities could be credito distances being necessarily small, everaifsitions were drawn at random
and independently from the positions of “triggerdnds. To assess this possible bias, randomizecguoes were developed. The
first one consisted in sampling transition locasiofuniformly without replacement) and permuting theler of phases, thus
constraining the number of transitions to remai $hme within each scanpath. The second one ahsissampling the number
of transitions with replacement within their emedl distribution and drawing phase values uniformijth the constraint that
successive phases must be different. In both céisesyhole data set was resampled 1 000 times. B@ehM1 and MO were
estimated again, as well as their difference in.Blfie percentage of differences obtained by resamplas compared to the true
difference, thus assessing the significance oflitiance effect.

Independently of the HSMC model, the effect of texte (categorical variables HR, MR and UR) on adecamplitude, fixation
duration, reading speed, number of fixations pempath and Read Mode frequencies were assesseyl M80MMs and the
MCMCGImmpackage iR as explained hereinbefore. The effect on quant#atariables was assessed using LMMs. In both cases
random subject effects were included and theiriiggmce was tested. Effects of categorical predgivere tested using analyses
of variance (ANOVAs). Normality of residuals in LMdwas assessed using Shapiro-Wilk normality testsptemented with
histograms of empirical residuals.

The values of Read Mode were coded as follows: BVad:W, < -1; Bwd / 1 W, = -1; Rfx /2 W, =0; Fwd / 3 W, =1; Fwd+ /4 /
W > 1.

3. Results

3.1 Summary statistics on observed data

After visual inspection of all scanpaths, some fefnt were discarded if the drifts on gaze positimese too large, making it
impossible to assign a word at each fixation, tgycwhen the gaze positions were in between iagssl Moreover, scanpaths with
less than four fixations were removed (assumedetadn-characteristic of the task). Globally, HSM@dwls were run on 2 390
scanpaths and 39 564 fixations.

Scanpaths Fixations Fixation duration| Saccade Saccade Reading speed [wpm]
number number per text | [msec] amplitude [°] amplitude [w]
159.3+22.4 166 +4.7[7.1]] 184.0+23.1[62.3] 5.3+0.67[3.9] | 1.9+0.5[2.5] 404.9+119.8 [18b

Table 1: Average + between-participant standard deation [within-participant standard deviation] for the number of texts,
the number of fixations per text, the fixation duraion, the saccade amplitude in [°] and in number ofvords [w], and the
reading speed [wpm]
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Table 1 summarizes the average individual stasigiEr participant, on the number of scanpathsntimber of fixations per text,
the fixation duration, the saccade amplitude exg@esn visual degree [°] or in number of crosseddsaluring each saccade [w],
and the reading speed expressed in words per njiupta].

3.2 Effect of text type on scanpath characteristics

3.2.1 Statistics before segmentation by HSMC

The scanpaths were characterized by the numbexaifons, the fixation duration, the saccade amgkt expressed in degrees [°]
and in words [w] (cf Table 2). Text type had a sgeffect on the number of fixations per text (AN®Yighlighting significance
at level 10", with a strong individual variability (BIC diffence of -877 with null model ignoring individuafedts). MR and HR
texts did not show significant differences while t#kts have quite lower numbers of fixations. Aagsilrated in Figures S1 and S2
in Appendix, text type showed no effect on meaatfon duration and saccade amplitude.

Text Number of Fixation duration| Saccade Saccade Reading speed
fixations per text | [msec] amplitude [°] amplitude [w] [wpm]

HR 15.4 + 4.4 [6.6] 185.8 + 22.95.3+0.7[3.9] 1.8+0.5[2.2] 3819 + 1177
[63.0] [124.8]

MR 20.1+5.0[7.0] 1842 + 22.85.4+0.7[3.9] 1.9+0.5[2.6] 365.2 + 991
[62.6] [116.5]

UR 14.3+5.1[6.0] 1819 + 23.95.2+0.6[3.8] 2.0+0.5[2.5] 466.8 =+ 1516
[61.0] [183.9]

Table 2: Average * between-participant standard deration [within-participant standard deviation] for the number of
fixations per text, the fixation duration, the sacade amplitude expressed in degree [° ] and in numbef words [w] and the
reading speed [wpm], depending on the type of text

Text type had also a strong effect on reading sg@&DVA highlighting significance at level 16), with a strong individual
variability (BIC difference of -1098 with null motignoring individual effects). MR and HR texts didt show marked differences
while UR texts had quite larger reading speeds.

Normality tests indicated lack of normality of emgal residuals in both models for reading speedi mummber of fixations at level
10*®, presumably due to skewness in their distribua®e Figures S3 and S4 in Appendix).

The average numbers of fixations, fixation duragiosaccade amplitudes and reading speeds peryfmxtare summarized in
Table 2.

Long regression Regression Refixation Progression Long progressior]
(Bwd-) (Bwd) (Rfx) (Fwd) (Fwd+)

HR texts 0.06 0.02 0.26 0.23 0.42

MR texts 0.07 0.02 0.26 0.21 0.43

UR texts 0.06 0.02 0.25 0.22 0.45

Table 3: Average per text for the five Read Mode fquencies depending of the type of text

GLMMs modelling the effect of text type on Read Mashowed significance of random individual effegtith 99.5% credibility
intervals of (0.2, 2.3) for the variance for indiual effect. This is in accordance with the differe in DIC values between models
with and without random individual effects (-125he difference in DIC with the null model was po&t indicating absence of
effect for text type. This result is somehow cowitéuitive given the significance of all individuparameters at level 0.01,
particularly regarding overrepresentation of Fwd-R texts. This does not seem either in accordaitteempirical distributions
depicted in Figure S5 in Appendix. However, thisklaf significance could be explained by predoma®aaf individual variability.
The Read Mode frequencies per text type are surmethin Table 3.
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Output process defined as: Entropy
Simola et al. (2008) 10 104
Read Mode 1 10 771
Read Mode 2 11 581
Read Mode 3 11 165
Read Mode 4 8 027

Table 4: State entropy at optimum number of state$or the five considered output processes.

3.2.2 HSMC modelling

Entropies of HSMC models associated with diffeqgogsible definitions of the output process are sanmed in Table 4. It turned
out that Read Mode 4 and the choice of Simola.gRaD8) led to models with the lowest entropieswdver, these models yielded
mean segment lengths shorter than 4 fixationsmagdothan 25 fixations. These segments were esieeific of one single subject
or could not be interpreted as reading strategies the models were thus discarded. Entropy minitiizaamong the other
possibilities led to using the following output pess: Read Mode defined ds=W; if W; = -1, 0 or 1; X, ="<-1" if W, < -1; X
=">1"if W, > 1 (Read Mode 1).

Using the Read Mode 1 outputs, BIC selected a tesstmodel. The estimated parameters and distrimitéoe represented in
Figure 1. States 0 and 1 are characterized by slgotirn lengths and quasi-systematic alternatidrich is typical of a macro-
state, here referred to as “phase”. Thus, phasesdedined as Phase 0 = {State 0, State 1} andeRhaéStatei+1} if i > 1. Initial
phase probabilities are 0.75 for Phase 0, 0.01PMaise 1, 0.24 for Phase 2 and 0 for Phase 3. Bheeintermediate probabilities
for Fwd+, Fwd and Rfx; thus it can be interpretsdfze normal reading phase (abbreviated as NRgePhaisually separates two
runs of Phase 0 and its duration is short. Itgfmégation is not obvious but since it breaks ndnmmaading phases and has high Rfx,
Bwd- and Fwd+ probabilities, we named it an infotima search phase (I1S). Phase 2 is transitory, ingahat once left it cannot
be returned to. It has the highest Fwd+ probabditg thus can be interpreted as a speed readirsg [(B&). Phase 3 is absorbing,
meaning that no other phase can be accessed frathés the highest Bwd and Bwd- probabilities @ndollowed by no other
phase; thus it is interpreted as a slow confirnmpbase (SC). Phase interpretation is also corsdetlidby state restoration, as
illustrated in Figures 2 and 3. Other scanpathgeseided in Figures S6 and S7 in Appendix to tHate other typical behaviours.
Figures 2 and S7 highlight that in SR, fixationsdd¢o be sparser than in NR while in SC, backwardtibns are more frequent.
Note that every scanpath does not necessarilyreRtiase 3 since decisions can be reached in aeymthse and even after before
reading every clause in the sentence, as illustiat&igure S6.

To validate state interpretations systematicallyeirms of reading speed, the latter was computegdch phase. Mean reading
speed was 304 words per minute (wpm) in NR, 183 vipi8, 509 in SR and 263 in SC, which is consisteith our former
interpretation. Linear mixed models were used $bttee effect of phase and individual variabilagcounting for already confirmed
text type effects (see Section 3.1). The phaseteffias assessed as significant by ANOVA at levet®1@vhile with a BIC
difference of -875 with the null model, individugriability was assessed as quite significant. &btimated standard deviations
were 96 (individual) and 235 (residual), the 95%fmience interval for the individual standard déieia being (66, 140). The
normality test indicated lack of normality of enipa residuals at level 1% (see Figures S8 in Appendix).

The phase sample distribution is represented inrEi®10 (see Appendix). The effect of extended tigpe on phase distribution
(Figure 4) was assessed using GLMMs. The credihiltierval at level 99.5% for the variance of indival effect was (0.21, 2.02),
indicating significant variability. This is consistt with the high difference in DIC values betweeodels with and without random
individual effects (-1 730). The difference in DMalues between the null model without text typeeefffwvas moderate (-24),
indicating that the visible effect in Figure 4 sngewhat masked by individual variability. MR tex¢sd to more frequent use of
phase 3 (SC) and less frequent use of phase 2 (BRdexts to less frequent use of phase 0 (NR)naoik frequent use of phase 2
(SR), HR texts to more frequent use of phase 0 (NR)

An independence test between phase and subjedegliel test statistic of 2.1xLfbr 42 degrees of freedom, corresponding to very
clear rejection of independence (the p-value cabeotomputed since this is too close to 0). Thet @A plane is represented in
Figure 5. The ratio of preserved inertia is 99%his plane. Three clusters of individuals were hiifted: 1) individuals using
phases 0 and 1 (normal reading and informatiorchgat the detriment of the other phases, e.g.jeBuB at the left-hand part of
the figure; 2) individuals using phase 2 (speediireg primarily at the detriment of phase 0 andoselarily 3, e.g., Subject 19 at
the bottom-right corner of the figure (fast readle8s individuals using phase 3 (slow confirmatigmmarily at the detriment of
phase 0 and secondarily 2, e.g., Subject 4 atghereright corner of the figure (careful readers).
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Plus de Z00 infractioins & 1'lenvironnement

ont été constat e marais de

Fontenay-ie-viconite lor

lancée par le parquet

construciicns

zone non constructible.

Figure 2. Scanpath of some MR text with phase restoratiorf.arget topic is “Nuclear waste”. Phase 0 (normal rading) is in
blue, phase 1 (information search) in orange and @se 3 (slow confirmation) in red. Translation: “More than 200 violations
to environment were recorded in the swamp next to Fontenele-vicomte during an operation launched by Evry’s
prosecution service; several buildings were recordewithin this non-buildable land.” The word framed in white is the
closest to target topic, that framerin black is the farthermost to target topic

tombés @ des niveaux jamais observes,
1'annonce par les pays producteurs d'une

réduction de la production a redressé les

prix.

Figure 3. Scanpath of some HR+ text with phase restoratio Target topic is “Oil Price”. Phase 2 (speed readingis in green
and Phase 3 (slow confirmation) in red. Translation“Algerian economy depends on the evolution of crde oil exchange
rates. After they fell down to historically low lewels, the announcemet by producing countries of production reduction ledto
price recovery”. The words framed in whiteare the closest to target topic (the first one bem“Oil”).
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Figure 4. Phase sample distribution per extended text typ&hase 0 (ormal reading) is in blue, Phase 1 (information saah)
in orange, Phase 2 (speed reading) in green and Re 3 (slow confirmation) in red
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Figure 5. First principal plane of correspondence analysisPhases 0 to 3 are represerd by blue points labelled as PO to P3.
Subjects 1 to 21 are represented kred points labelled as s01 to s2

The resultsrelated to the effect of trigger worare presented in Figure 6. Each diagmapresents the distance (in numbel
fixations) between a transition and ttlesest triggeword (x-axis) together with the associated trans frequency (y-axis). The
three diagrams correspond to different incomingspka(value following #ransition). The regression linis shown for each
extended text typelransitions to phase 2 (SR) are too rare (See &i§l2 in Appendix) and thus their frequencies chiex
reliably estimated. Examples of trigger words iredfic scanpaths are illustrated in Figures 2 (MRt} 3 (HR+) and S6
Appendix (UR). Regression lines with lowegativeslopes correspond to transitions occurnngre frequently around keyworc
Lines havemore negative slopes in UR texts, which shows ithedngruent words tend to induce immediate chamgesading
strategies. They probly also have a strong effect on the decisionep seading and proceed to the answer, althougthtssno
been assessed here. The slopes inté4®s have intermediate values between those ofltRHR/HR+ texts, suggesting that e
the concept of trigger words in MR texssill-defined (notion of MR text being even vague itseBlibjects may base their decisit
on either incongruent words or words that are eellab targe-topic, to decide how to explore te. The slopes in HR and HR+ are
also ngative and cannot be assessed as different, shahangeading words from the target topic has nangfer effect on stragy
changes than reading words only close to the taopét.

It can be seen from Figure 6 that linear modelsralevant tcexplain dependencies between distis and frequencies. Thus the
effects of distance, extended text typrd phas on frequencies we considered through LMNM The model with order-3
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interactions between distance, phase and textrtypenized BIC (-787). The second lowest value o€BVas -780 (dist + phase *
text type). The best model was compared with aalimaodel with the same structure of effects buinaividual random effect,
yielding a BIC difference of -42 (significant indiilual variability). The 95% confidence interval sd parameter was (0.05, 0.1).
The effect of each factor was tested individudtigghlighting some very strong effects of phase exignded text type, as well as
some significant effect of distance (BIC differenok -32, p-value in ANOVA 3x18), suggesting once again some strong
individual variability masking the effect of dist@ possibly highlighted by Figure 6. By way of caripon, GLMMs applied on
binary variables corresponding to occurrence orafidtansitions at a given distance to trigger veodid not converge for several
combinations of interactions; however, they leddaclude to very strong marginal significance & three effects.

Incoming phase 0 Incoming phase 1 Incoming phase 3

x
z
Freq

0.00

-0.05

Figure 6. Relationship between distance to triggewords and frequencies of transitions arriving intophase 0 (normal
reading, left), 1 (information search, middle) and3 (slow confirmation, right).

Randomized tests showed that random allocationigansitions yield some lower difference in BIC witie null model than the

true difference in 54% of simulated sequences éncise of constrained phase permutations and inofZ¥nulated sequences in
the case of free phase permutations (See BIC difter histograms in Figures S13 and S14 from Appgnihis suggests that the
effect of distance could be partly due to scanghtirtness. However, the same procedure applied d\3Z on absence / presence
of transition led to in 0% BIC difference that amaller in simulated sequences than the BIC diffegein true data, both in

constrained and free phase permutations settiregs BE&C difference histograms in Figures S15 andf81 Appendix).

4. Discussion

Our methodology confirmed the importance of modegllphase changes for accurate interpretation ofayements in loosely-
controlled information search tasks. State integtien was supported by contrasted characteristitsrms of sequencing during
the task, Read Mode frequencies, reading speedgeainsemantics, summarized here with text typestagger words.

Particularly, reading strategies were interpretedteérms of reading speeds using the Read Mode bkariavhich is directly
connected to HSMC parameters. It is however intergso compare reading speeds obtained in eackepiosthose associated with
Carver’s reading “gears” (1990): learning, raudiaganning and skimming. The mean speed of 304 wpNR corresponds to
rauding, the speed of 509 wpm in SR is intermediaisveen skimming and scanning, 263 wpm in SC termediate between
rauding and learning, while the speeds of 183 wpih$iis comparable with learning.

Although our study has somewhat different focuses @ms compared to the study by Simola et al. §20the latter addressed
related questions with related tools. In particutaur state interpretations can be compared: thglyliphted three states, which
were stable in the three different tasks they amrsid. Three distinctive HMMs (one for each taskortd search”, “question-
answer”, “true interest”) were embedded into a uaigliscriminative model in order to classify eadiserved trial, from eye-
movement features, into one of the three classespme of the three tasks. The model selectioadbar classification highlighted
three hidden states for each model. Those statdedcscanning, reading and decision were inteegrain the basis of the
distribution of the input observed data, specificain the fixation durations, saccade amplituded saccade directions. In our
model, five states gathered into four phases whsemved. When comparing the interpretations mad8itnpla et al. (2008) and
ours, there is a very simple matching between theranning can be assimilated with SR, decision ®ithand reading with NR,
while IS seems more specific to our experiments.
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Another significant output of this study is the gweninant individual variability, which can be obsged at virtually every level of
the analysis. Here again, HSMC models led to aiggecharacterization of this variability in termisfavoured use of contrasted
reading strategies depending on each individuatlitey to some clustering of the population. Thaviddial variability was so high
that probably, it partially or totally masked thiéeets of other factors, such as text type or dis¢eto trigger words, to phase-related
features. This suggests, on the one hand, thatiating for individual variability in modelling isfaittermost importance and on
the other hand, that some additional participardg have to be involved in the experiment so aotdian the effects of text type
and distance to trigger words on transition prolitads.

Comparisons between the three text types basedfferedt indicators (reading speed, phase distidmuand transitions, effect of
trigger words, scanpath lengths) highlighted th& (Wnrelated) texts are easy to process (more spsting SR, less normal
reading NR) whereas MR (moderately related) terésmaore difficult, as expected (more slow confirimatSC, less SR). The
difficulty of HR (highly related) texts is intermiede and no significant difference was found betwkl®R and HR+ texts. In fact,
for UR texts, it is less the semantic constructibthe text as such that matters, than the elalooraf the semantic similarity of the
text with the displayed topic. This semantic simifjaestimated in the LSA space was always very lolatever the scanpaths,
because these texts contain words with low fregesertbat are unrelated to their target topic. Havefor MR texts the semantic
construction must contribute to their comprehensioras to be able to answer regarding the link thightheme. Finally, for HR
texts, there is a strong variability in the constien of the semantic link between the topic anel itbad words, because this link
depends on the presence or absence in the textiofdabelonging to the topic. As a result, our gtatlows the possibility to obtain
such characterization of the different text typgsuling just eye movements and a very rough desmmipf the text semantic
contents (summarized by distances to trigger words)

The quantitative results of our study could be usednprove existing reading models such as EZ-Bead SWIFT. Indeed, these
models try to identify, through eye movements, difeerent phases in the reading process such aslbwegtention shifting and
lexical decoding. Considering the EZ-reader mottedre are two main assumptions. The first hypothstites that attention is
allocated serially on one word at a time and tlt&ndon is intrinsically linked to lexical procéssg. The second hypothesis states
that eye-movement control and saccade control eceupled. The model assumes that the lengths antteuencies of words
have a great importance for the lexical steps, ftoenearlier step, called “familiarity check” toethast step, called “completion of
lexical access”. It is well known that the fixatidaration on a word is a function of a range ofliistic factors and among these,
word length and frequency are lexical variableshwitlarge effect on fixation duration (Rayner, 19%r each word of the text,
these two variables and the word predictibilityhie context of the text sentences, are the coiablas of the model (Rayner et al.,
2004). From these input data, the model will previdr each word, the probability to be fixed and ftxation duration. But to
estimate all the parameters of the model from knswanpaths during reading, it is necessary to asshat they come from the
same reading strategy in the sense of the Camiassification. Let us illustrate this idea forotwonfiguration parameters of the
EZ reader model, the minimum duration of the “famitly check” and the “systematic error”. The ficste is the fixed part of the
estimation of the duration of the “familarity chéckhe variable part is indexed on the frequency #me predictibility of the
words. It is expected that this minimal duratioowsd depend on the level of comprehension depthded by readers’ intentions,
and also their linguistic expertise or their regdskills (Blythe & Joseph, 2011). This is also ttese for the systematic error
parameters determining the probability for eye nmoeets to undershoot or overshoot their intendegetar As a consequence,
scanpath segmentations obtained from our apprasatinly to piecewise homogeneous statistical priggedould be used for
calibrating specific parameters in EZ-reader. Botidels could then by coupled, so that the HMSC mooleld trigger parameter
switches in EZ-reader when changing reading styateg

Our approach considers mixed models to charactéreeffect of eye-movement- or semantic-relatechdates on phases. This in
an improvement compared to Simola et al. (2008yeveer from a methodological point of view, a poksilveakness of this work
is due to the separate use of HMSC models on teehand, and GLMM modelling of the effect of phaseduding individual
effects on the other hand. Indeed, individual Jadliiy was highlighted in state dynamics and enaesilistributions, so ideally, this
would have to be accounted for in parameter esiimdty maximum likelihood. Inference of state-bapadameters based on MAP
restoration is likely to cause biases since unteyt®n the state values is not accounted fqrast hocanalyses. In the same spirit,
including effects of covariates (e.g., distancé&igger words or type of text in transition proHélgs) could be integrated in HMSC
models directly, by using GLMMs instead of plairstdbutions in the transition matrix, state sojowtaration and emission
distributions. Inference in such models was studiegarticular cases by Altman (2007). Another jluig/ to account for
individual heterogeneity is to resort to mixturddHSMMs, but this would lead to some significantri@ase in the number of model
parameters, whereas mixed effect models have deshgeters.

Although we developed some methodology to conreading phases or strategies to text semantictattee is here summarized to
two trigger words. However, the semantic prograssio the different texts is not homogeneous: in soof them, relevant
information with respect to target topic is brougihearly while in some others, it is brought akttypn one or two major steps.
Some text clustering could reveal helpful to inigee connections between the dynamics of accusdlilatformation, as
quantified by FastText and the use of particulatsyies.

Regarding joint analysis of eye movements and EBGsapproach opens new avenues to characterizghhiin connections are
activated or not in each reading strategy. Fronemernl point of view, performing analyses based&is only is particularly
difficult in free reading tasks. This is partly dteethe high level of noise, related to both intend intra-individual variability.
Another source of difficulty is the lack of synchimation of different individuals reading the sate&t using different strategies.
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Here, eye-movement based segmentation acts asiamrmexresynchronize portions of scanpaths comiamfdifferent individuals
and trials. The reason for this is that segmentthefsame nature, with definite dates of beginrangd ending, associated with
synchronized EEG signals, may be assumed to hawenoo features due to inherent homogeneity in angplease. Performing
within-segment analyses is thus expected to recheterogeneity and to facilitate identification gbesific EEG patterns
characterizing cognitive steps leading to decisions
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Une information judicialre poui blessures
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fermetures de sécurité du train

Toulouse-Paris.

Figure S6. Scanpath of some UR tewith phase restoration. Target topic is “Contemppeat”. Phase 2 (speed reading) i
green. Translation: “Judicial investigation for memtal injury due to negligence was opened aft@k-year-old boy fell
from a train joining Paris from Toulousaéd lacking of secure locking mechanism”. The wdrdmed in black are tt
farthermost to target top
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Comme er &che a cette assurance retirouvée
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Figure S7Scanpath of some MR text with phase restoratiomgétaopic is “Conflict in Irak”. Phase 2 (speeadag) is in

green and Phase 3dgl confirmation) in red. Translation: “As if echgithe selconfidence regained since the end of

war, the Foreign Affairs committee of Senate seawate to begin auditions and to proceed to naimimawvhich had bee
blocked for ten months”.
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