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Abstract
This report summarizes my contributions to copulas modeling. Two main research topics are addressed: The construction of semiparametric family of copulas based on a set of orthonormal functions and a matrix and the design of efficient estimation procedures.

1 Introduction
A bivariate copula defined on the unit square $[0,1]^2$ is a bivariate cumulative distribution function (cdf) with univariate uniform margins. Sklar’s Theorem [22] states that any bivariate distribution with cdf $H$ and marginal cdf $F$ and $G$ can be written $H(x,y) = C(F(x),G(y))$, where $C$ is a copula. This result justifies the use of copulas for building bivariate distributions.

2 Contributions
One of the most popular parametric family of copulas is the Farlie-Gumbel-Morgenstern (FGM) family [9, 12, 18] defined when $\theta \in [-1,1]$ by
\[ C(u, v) = uv + \theta u(1-u)v(1-v). \] (1)
A well-known limitation to this family is that it does not allow the modeling of large dependences since the associated Spearman’s Rho is limited to $[-1/3, 1/3]$. A possible extension of the FGM family is to consider the semi-parametric family of symmetric copulas defined by
\[ C(u, v) = uv + \theta \varphi(u)\varphi(v), \] (2)
with $\theta \in [-1,1]$. It was first introduced in [19], and extensively studied in [1, 2, 3]. In particular, it can be shown that, for a properly chosen function $\varphi$, the range of Spearman’s Rho is extended to $[-3/4, 3/4]$. In [4] an extension of (2) is proposed where $\theta$ is a univariate function. This modification allows the introduction of a singular component concentrated on the diagonal $v = u$ and
extends the range of Spearman’s Rho to $[-3/4, 1]$. We also refer to [6, 8] for another yet similar extensions.

In [5], a new extension of (2) is proposed where, roughly speaking, the single parameter $\theta$ is replaced by a matrix and the function $\varphi$ is replaced by a set of functions. This new copula permits to reach values of Spearman’s Rho arbitrarily close to 1 without singular component. Moreover, it also encompasses copulas based on partition of unity such as Bernstein copula [21] or checkerboard copula [13, 14]. Finally, it is also shown that projection of arbitrary densities of copulas onto tensor product bases can enter our framework.

Given a parametric family of copulas, the inference of the parameter vector commonly relies on likelihood-based methods. However, for some copula families, the likelihood may not exist, or may lead to slow or complex numerical optimization procedures. Therefore, it is desirable to consider alternative estimation strategies. A natural approach is to build the inference on bivariate dependence coefficients, where the weighted sum of the squared residuals between the dependence coefficients under the model and their empirical counterparts is minimized. This method has already been used in some applications but in a rather heuristic way. The asymptotic properties of the resulting estimator have not been investigated yet. In [15], we derive the consistency and asymptotic normality of the weighted least square estimator based on three standard dependence coefficients. Finally we illustrate how our results can be used to address three statistical questions.

While there exist various families of bivariate copulas, the construction of flexible and yet tractable copulas suitable for high-dimensional applications is much more challenging. This is even more true if one is concerned with the analysis of extreme values. In [17], we construct a class of one-factor copulas and a family of extreme-value copulas well suited for high-dimensional applications and exhibiting a good balance between tractability and flexibility. The inference for these copulas is performed by using a least-squares estimator based on dependence coefficients. The modeling capabilities of the copulas are illustrated on simulated and real datasets. This class of copula is extended in [7]. In [16], we propose a class of multivariate copulas based on products of transformed bivariate copulas. No constraints on the parameters refrain the applicability of the proposed class. Furthermore the analytical forms of the copulas within this class allow to naturally associate a graphical structure which helps to visualize the dependencies and to compute the likelihood efficiently even in high dimension.

Finally, the tail copula is widely used to describe the dependence in the tail of multivariate distributions. In some situations such as risk management, the dependence structure may be linked with some covariate. The tail copula thus depends on this covariate and is referred to as the
conditional tail copula. The aim of [11] is to propose a nonparametric estimator of the conditional tail copula and to establish its asymptotic normality. Some illustrations are presented both on simulated and real datasets.
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